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Abstract. This paper shows that the speed of the reinforcement learning depends on the size of the payoffs, at least when all payoffs are positive. When the speed of learning is too fast, the agents tend to learn to play the actions which they randomly chosen in the first rounds of the learning process. The compositions of the agents’ strategies then on the aggregate level resembles the initial individual agent’s mixed strategy. This may create artificial effects in the simulations where the size of payoffs depend on the model treatments because the speed of learning cannot be tuned in.
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1 Introduction

Standard economic models based on optimizing omniscient agents and instantly attained equilibria are not able to explain many observed phenomena. For instance, they often fail to explain the outcomes of laboratory experiments with human subjects. That is why there are attempts to create alternative formal explanatory models. One approach to this goal is Agent-based computational economics (for a general overview see [14]). The ACE models populated with boundedly rational agents are able to predict not only the eventual equilibrium but also the adjusting process leading to it. Their structure makes them especially useful for modeling the behavior observed in the experiments, see [6]. Since the agents in these models are only boundedly rational they usually have to learn how to act from the feedback provided by their model environment. Thus the learning process constitutes an important part of the models (for a general overview of the learning algorithms used in the ACE model see [4]).

In this paper, we will explore one overlooked property of one of the most often used learning algorithms: the simple reinforcement learning (we use the adjective “simple” to distinguish the reinforcement learning algorithms used in ACE from the more complex algorithms used in the field of artificial intelligence, see [12].) We will claim that the speed of the simple reinforcement learning depends on the size of the payoffs, at least when all payoffs are positive. When the speed of learning is too fast, the agents tend to learn to play the actions which they randomly chosen in the first rounds of the learning process. The compositions of the agents’ strategies then on the aggregate level resembles the initial individual agent’s mixed strategy. This is no problem in most simulations because the modeler has tools to tune in the speed of learning. However, this may create strange effects in the simulations where the size of payoffs depends on the model treatments—then the speed of learning varies with the treatment, and hence cannot be fine-tuned.

Several parts of the claim has been previously known. Sutton and Barto claim without any proof that the proper setting of the algorithm depends on the size of the payoffs [12, p. 31] and that the eventual mixed strategy may be biased by its prior [12, p. 35]. Fudenberg and Levine claim (also without any proof or elaboration) that there is a positive probability that the algorithm converges to a state “where an inferior choice is played with probability 1” [7, p. 73]. The closest to this paper came Bell [3] who inquired the influence of the initial prior on the algorithm’s outcomes with a constant payoff. As far as we know, the influence of the variable payoff size on the outcomes of the algorithm has never been explored.

The rest of the paper proceeds like this: The second section describes the reinforcement learning algorithm and shows the claim analytically in the simplest possible case of one agent playing against a deterministic automaton.

---

1This paper has been created as a part of project of specific research no. MUNI/A/0797/2012 at the Masaryk University.
2Masaryk University, Faculty of Economics, Department of Economics, Lipová 41a, Brno, 602 00, the Czech Republic, michal.kvasnicka@econ.muni.cz
The third section provides a more complex example: a simulated version of the provision of public goods experiment where the treatment is the number of agents. It shows that the agents learn to contribute more when the number of agents in the game is higher. The fourth section compares the reinforcement learning to the replicator dynamics and then discusses various ways to solve the problem. It discusses also one more possibility, namely that the discussed effect is not only a computational artifact but a true property of human learning.

2 Speed of reinforcement learning: an analytical example

The basic idea behind the reinforcement learning is that the rewarded behavior is strengthened and the punished behavior is weakened. More specifically, it is assumed that an agent (human or animal) can choose an action from a known discrete set of actions. She has a mixed strategy, i.e., chooses each action with some probability. After choosing an action, the agent earns a payoff that depends on the chosen action and the state of the environment (which can include actions chosen by other agents). After observing the payoff associated with the chosen action, the agent updates her mixed strategy. The probability that the chosen action would be played in the future is increased in proportion to the payoff (it is decreased if the payoff was negative). The future probabilities of all other actions are changed accordingly so that the probabilities of all action sum to unity. The reinforcement learning is classified as “non-conscious” learning (see [4]) because the algorithm does not explicitly model the agent’s cognitive reflection. Specifically, it models neither the agent’s belief about the state of her environment, nor her belief about the strategies of other agents. Nonetheless, the reinforcement learning was successfully used in modeling the situations where the agents learned consciously (such as in laboratory experiments with human subjects) and where the situation was strategic (e.g., in games), see [4, p. 939]. Very often it produced better predictions of human subjects’ behavior in standard games than game theory, see [6, p. 1003].

There are many variants of the simple reinforcement learning algorithm but the differences between them are minor: alternative variants differ only in the speed of learning (it may be constant or slowing down in time) and in the inertia after a change of the environment, see [4, p. 905]. For our exposition, we use the variant of the algorithm taken from [1]. It works like this: The learning proceeds in discrete rounds. In each round $t$, agent $i$ chooses an action $j$ with probability $p_{ij}^t$ which is calculated from her propensities $R_{ij}^t$ to play the action $j$ as

$$p_{ij}^t = \frac{e^{R_{ij}^t}}{\sum_{j} e^{R_{ij}^t}}.$$  \hspace{1cm} (1)

After observing the payoff, the propensity to play each action $j$ is updated as

$$R_{ij}^{t+1} = qR_{ij}^t + I_{ij}^t \pi_i^t,$$ \hspace{1cm} (2)

where $\pi_i^t$ is the payoff agent $i$ gained in round $t$ and $I_{ij}^t = 1$ if the action $j$ was chosen in the round $t$, and $I_{ij}^t = 0$ otherwise. There are three parameters: the initial propensities $R_{ij}^1$, the “forgetting” parameter $q \in (0, 1]$, and the “focus” parameter $\lambda \geq 0$. The forgetting parameter $q$ allows the agent to change her mind if her environment (and hence payoffs) changed; it also secures the numerical stability of the algorithm. The initial propensities $R_{ij}^1$ determine the agent’s initial mixed strategy; e.g., $R_{ij}^1 = R_{i2}^1 = \ldots = R_{im}^1$ means that in the first round agent $i$ chooses each of her $m$ actions with probability $1/m$. The focus parameter $\lambda$ is said to determine “the extent to which the agent focuses on choices with higher values of $R_{ij}$” [1, p. 211]. If $\lambda = 0$, then each action is chosen with the same probability. As $\lambda$ rises, the higher and higher probability is attached to the action with the highest propensity; it is chosen with probability equal to 1 in the limit.

The three parameters together with the size of the payoffs determine the speed of an agent’s learning. Intuitively, the speed of learning means how fast the agent’s mixed strategy degenerates to the choice of one pure action. This can be measured as the speed with which the entropy of the agent’s mixed strategy decreases in time. Entropy $E_{ij}$ of agent $i$’s mixed strategy in round $t$ is defined as

$$E_{ij}^t = - \sum_{k=1}^{m} p_{ik}^t \log p_{ik}^t$$ \hspace{1cm} (3)

where the base of the logarithm is the number $m$ of agent $i$’s actions. Notice that $E_{ij}^t \in [0, 1]$ reaches its maximum when agent $i$ plays each action with the same probability $1/m$, and its minimum when she plays one action with probability 1 and the other actions with probability 0. It has an intermediate value for other mixed strategies and decreases as the agent focuses. We claim that 1) the speed of learning depends besides others also on the payoff...
size, and 2) if the speed of learning is too high, the chosen pure action need not to be the right one, i.e. the action with the highest payoff. From some speed of learning, the ex ante probability that the right action would be chosen decreases in the speed of learning and converges to its probability in the initial mixed strategy.

We will show my claim first in the simplest possible environment. Since even this case is not fully analytically tractable, we will discuss analytically only the speed of learning between the first and second round, and the corresponding ex ante probability that the right action is reinforced. The setting is like this: Let us assume a simulation where one agent plays against a deterministic automaton. The agent has two actions, \(a_1\) and \(a_2\). The payoffs of these actions are deterministic, \(s_{\pi_1} > 0\) and \(s_{\pi_2} > s_{\pi_1}\) respectively where \(s\) is a “size” of the payoffs (let us say \(\pi_1\) is normalized to 1). Let us further assume that the agent’s initial propensities to play \(a_1\) and \(a_2\) are \(R_{11}^1 = R_{12}^1 = r\) respectively, i.e. she plays each action with probability 1/2 in the first round.

We have to explore two probabilities: the unconditional probability \(E p_{12}^2\) that the right action \(a_2\) is chosen in the second round and the probability \(p^-\) that the action randomly chosen in the first round is chosen also in the second round. Let us start with \(E p_{12}^1\). If the action \(a_1\) is chosen in the first round, the agent sets the future propensities \(R_{11}^2 = qr + \sigma r_1\) and \(R_{12}^2 = qr\). Hence, the conditional probability that the agent chooses action \(a_2\) in the second round when she has chosen \(a_1\) in the first round is then \(p_{11}^1|a_1 = e^{\lambda qr}/(e^{\lambda qr} + e^{\lambda qr}) = 1/(1 + e^{\lambda qr})\). On the other hand, if the action \(a_2\) is chosen in the first round, the agent sets \(R_{11}^2 = qr\) and \(R_{12}^2 = qr + \sigma r_2\). Then the conditional probability that she chooses action \(a_2\) in the second round when she has chosen \(a_2\) in the first round is \(p_{12}^1|a_2 = e^{\lambda qr + \lambda \sigma r_2}/(e^{\lambda qr} + e^{\lambda qr + \lambda \sigma r_2}) = e^{\lambda qr}/(1 + e^{\lambda qr})\). Since each action is chosen with probability equal to 1/2 in the first round, the unconditional probability \(E p_{12}^2\) is

\[
E p_{12}^2 = 1/2 p_{12}^1|a_1 + 1/2 p_{12}^1|a_2 = \left(\frac{e^{\lambda qr_1}}{1 + e^{\lambda qr}} + \frac{1}{1 + e^{\lambda qr}}\right)/2.
\]

The probability that the same action is chosen in both rounds is

\[
p^- = \frac{1}{2}(1 - p_{12}^1|a_1) + \frac{1}{2} p_{12}^1|a_2 = \left(\frac{e^{\lambda qr_1}}{1 + e^{\lambda qr}} + \frac{e^{\lambda qr_2}}{1 + e^{\lambda qr}}\right)/2.
\]

The inspection of the equations (4) and (5) shows the following properties: First, from the equation (5) we can see that the probability \(p^-\) that the same action is played in the second round as in the first round is rising in the focus parameter \(\lambda\), in the average size of the payoffs \(s\), and in their product \(\lambda s\). If \(\lambda s = 0\), then \(p^- = 1/2\). As the product \(\lambda s\) rises, the probability that the action chosen randomly in the first round is played again in the second round monotonically rises and converges to unity, i.e. \(\lim_{\lambda s \to \infty} p^- = 1\). Notice that in our case, the agent’s mixed strategy entropy \(E^s\) decreases as the probability that any action is chosen rises above 1/2 (and the probability that the other action is chosen decreases below 1/2). That means that the speed of learning between the first and the second round increases in \(\lambda s\).

Second, from equation (4) we can see that the unconditional probability \(E p_{12}^1\) that the right action \(a_2\) is chosen in the second round is increasing in \(\pi_2\) and decreasing in \(\pi_1\). In other words, the higher the difference in payoffs between the actions, the higher ex ante probability that the agent will choose the right action in the second round.

Third, from the same equation we can also see that the unconditional probability \(E p_{12}^2 = p_{12}^2 = 1/2\) in two cases: 1) when \(\lambda s = 0\), i.e. when there is no learning at all and the agent chooses her actions independently in each round, each action with the same probability; 2) in the limit when \(\lambda s\) is high (\(\lim_{\lambda s \to \infty} E p_{12}^2 = 1/2\)). In this case, the agent chooses in the second round the same action as in the first round (see the first point above), i.e. there is no further learning since the agent is locked in the previously randomly chosen action. The \(E p_{12}^2 = 1/2\) because each action is chosen with this probability in the first round. Notice also that the agent’s (with probability 1/2 inefficient) action is locked, and the agent cannot change her mind: she chooses the previously chosen action in each round, i.e. the other action is never tried and the propensity to play it decreases to zero while the action randomly chosen in the first round is reinforced forever.

Fourth, \(dE p_{12}^2/d(\lambda s) > 0\) for \(\lambda s > 0\). This together with \(E p_{12}^2 = p_{12}^2 = 1/2\) for \(\lambda s = 0\) and \(\lim_{\lambda s \to \infty} E p_{12}^2 = 1/2\) implies that there is a level \(l\) such that \(dE p_{12}^2/d(\lambda s) < 0\) for any \(\lambda s > l\), i.e. the probability that the dominant action \(a_2\) is chosen in the second round decreases in \(\lambda s\), i.e. it decreases with the speed of learning.

We can summarize it this way: If \(\lambda s\) is too small, the agents learn too slowly. If the product is too high, the agents learn so fast that he may learn to play a dominated action. Obviously, this is no problem in most simulations—the modeler simply has to set the focus parameter \(\lambda\) properly: the higher \(s\), the lower \(\lambda\). This way the learning speed may be calibrated for instance to fit the convergence speed observed in an experiment. (However, it might then be difficult to interpret the parameters \(q\) and \(\lambda\) as behavioral.) However, there is one overlooked instance
where this is indeed a problem: in simulations in which the size of payoffs depend on the treatment, i.e. it changes within the simulation. Then the speed of the learning can change within the simulation and unexpected things can happen. We will provide an example of such a simulation in the following section.

3 Case study: voluntary provision of public goods

In this section, we will describe an agent-based computational model of the simplest version of the voluntary provision of public goods experiment. The experiment consists of 20 discrete rounds. There are $N > 2$ players, the same in all rounds. In each round, each player is given some endowment $w$. She can contribute part of the endowment to a public good and save the rest for herself. Agent $i$’s payoff is $p_i^t = (w - c_i^t) + M \sum_{k \in t} c_k^t$ in the round $t$, where $c_i^t$ is agent $i$’s contribution to the public good in round $t$ and $M \in (0, 1)$ is the payoff of the public good. Notice that the only dominant (and hence equilibrium) action of every agent (both in each round and in the whole finitely repeated game) is $c_i^t = 0$. However, in the typical situation $M > 1/N$, the socially optimal action is $c_i^t = w$.

The stylized facts on results of the experiment can be found in [2, 8, 9]. They show that most people follow neither their dominant, nor their socially optimal strategy, but contribute somewhere in-between. The typical average contribution is about one half in the first round and it decreases in the time, however not to the zero. Since the game theory is not predictive here and since we know that most agent change their actions in time, it seems plausible that they learn how to play the game. Hence the experiment is a natural candidate for an agent-based computational simulation trying to explain the agents’ behavior.

We will use the version of the experiment taken from [13] for the simulation. Here, the return on the public good $M = 0.5$, the endowment $w = 40$ and the set of actions is limited to three actions: $a_1 : c_i^t = 40$, $a_2 : c_i^t = 20$, and $a_3 : c_i^t = 0$. The only treatment in the simulation (not in the experiment [13]) is the number of agents, $N = 4, 7, 10, 20, 40, \text{ and } 100$. Notice, that the structure of the game implies that an increase in the number of agents rises the size of payoffs for $c_i^t > 0$. The parameters of the reinforcement learning algorithm were casually calibrated in such a way that they follow the stylized fact with the typical number of agents, $N = 7$. The forgetting parameter $q = 0.9$, the focus parameter $\lambda = 0.005$, and initial propensities $R_{ij}^0 = 0$ for each agent $i$’s each strategy $j$. The model was simulated for 21 rounds, which is more than enough for a comparison with data from any experiment. Each simulation was repeated one thousand times. The model was simulated and the resulting data were analyzed in $\mathbb{R}$ [11].

The results of the simulations are summarized in Table 1. In both its panels, the columns denote the number of agents in the game and the rows denote rounds. The right panel shows that the average entropy of agents’ mixed strategies (averaged over the agents and the simulations). It can be clearly seen that the agents learn much faster when the number of agents, and hence the size of payoffs is higher. For instance, when $N = 4$, there is some entropy in the agents’ mixed strategies even after twenty rounds, i.e. the agents are still learning even after twenty rounds. On the other hand, when $N = 20$, the learning process has stopped after 13 round, and when $N = 100$, the learning has stopped after only two rounds.

The left panel of Table 1 shows the average contributions to the public good in percents of the endowment $w$ (averaged over the agents and the simulations). This can be seen a measure of how fast (and if at all) the agents learn to play their dominant free riding strategy $a_3$. The more agents learned to play the dominant strategy, the less they contribute, and hence the lower is the average contribution. In the first round, the expected value of the average percentage contribution is $1/2$, which is given by the initial mixed strategy $(1/3, 1/3, 1/3)$. The average contribution in later rounds is rising in $N$ for $N \geq 7$. This is clearly an artifact of the learning algorithm since there is nothing in the agents’ preferences or in the structure of the game that could cause it. The reason is that the learning is faster when the number $N$ of agents in the game is higher. The faster the learning, the higher probability that the agents learn a wrong action, and hence contribute more. The extreme case happens when $N = 100$. Then the agents learns their actions almost instantly—they learn to play the action they randomly chose in the first round. The reason is simple. The expected total contribution of 100 agents is $100 \times 0 + 100/3 \times 20 + 100/3 \times 40 = 2000$; an agent’s payoff is then about 1000 (we can neglect the agent’s individual private savings here). The agent then sets the propensity of the randomly chosen action to $R_{ij}^N = q R_{ij}^0 + 100 \lambda 4 = 0.005 \times 1000 \times 5 = 5$. The probability that the same action would be chosen in the second round is then about $e^{-5} / (2 + e^{-5}) = 99\%$. The eventual expected value of the average contribution is then the same as the initial one: $1/2$. It is because each agent learned to play always the action she randomly chose in the first round, and each agent chose each action initially with probability equal to $1/3$. Now, one third agents play the pure action $a_1$, one third the pure action $a_2$, and one third the pure action $a_3$.

When the number of agents in the game is lower, the learning is slower, and the entropy of the agents’ mixed strategies drops to zero later. The longer learning allows the agents to learn better action. However, not all agents
Table 1 The left table shows the average contribution to the public goods in percents for a given number of agents (columns) in a given round (rows). The right table shows the average entropy of the agents’ mixed strategies for a given number of agents (columns) in a given round (rows). Each value is averaged over one thousand simulations.

need to learn their dominant action. For instance, Table 1 shows that with \( N = 20 \), the agents’ actions are locked after the 13th round but the agents still contribute in average 47.6% of their endowment (instead of zero, as predicted by their dominant strategy).

4 Discussion

We have shown that the speed of reinforcement learning depends beside others on the size of payoffs. The higher payoffs, the faster learning. If the learning is too fast, the agents can learn to play the action they have randomly chosen in the first round. In such a case, the final distribution of the agents’ pure strategies resembles the initial one agent’s mixed strategy. When the modeler cannot control for this effect, unexpected results can happen. In the contribution to the public good simulation in the previous section, the result was that the average contribution rose with the number of agents in the game.

It might be interesting to compare the result with the replicator dynamics. Miller [10] showed for a similar version of the experiment that the more agents in the game, the slower the agents learn their dominant free riding actions through the replicator dynamics. He also showed that it is because the more agents imply the higher payoffs. However, there are two key differences between the replicator dynamics and reinforcement learning. First, in the replicator dynamics, the slow learning to play the right action is the result of the slow learning while in the reinforcement learning it is the result of too fast learning. Second, in the replicator dynamics, the agents eventually learn to play their dominant actions while in the reinforcement learning they can get stuck with suboptimal actions.

Although the problem discussed in this paper has been overlooked so far, there exists enhancements of the algorithm that can overcome it. The lock-in effect can possibly be alleviated by introduction of experimentation (\( I_{t}^{j} \) in equation (2) is redefined so that \( I_{t}^{j} = 1 \) when action \( j \) has been chosen, or \( I_{t}^{j} = \delta \) otherwise, where \( \delta \in [0, 1] \)) or by introduction of fictive payoffs to the non-chosen actions as in EWA (the term \( I_{t}^{j} \pi_{t}^{j} \) in equation (2) is redefined so that \( I_{t}^{j} \) is as in experimentation and \( \pi_{t}^{j} \) is replaced by the payoff that the agent would obtain if she has chosen action \( j \) and the other agents have not changed their actions). However, neither of these techniques can solve the...
problem completely if the payoffs are high enough since $\delta$ should be typically small.

The influence of the payoffs’ size can be completely eliminated by substituting the gross payoffs determined by the game with some form of net payoffs, i.e. a transformation of the gross payoffs. There are many ways how to calculate the net payoffs. For instance, one can subtract an aspiration level from the gross payoffs, or calculate the fictive payoffs $\tilde{\pi}_{ij}$ and then subtract the $\max(0, \min_j(\tilde{\pi}_{ij}))$ from the gross payoffs. Both these techniques can eliminate the variation in the speed of learning if used properly. However, some modelers can object to it because it may be incompatible with learning from the feedback. For instance, in his seminal paper, Cross [5, p. 247] claims: “It should be stressed that the concept of opportunity cost has no place in this analysis either. The theory of opportunity cost is derived from the maximization hypothesis, and its introduction would be inconsistent with the action-taking orientation of this paper.”

Finally, it should be mentioned that there is one more possibility, namely that the variation of the speed of learning with the payoff size and the resulting effects are not just an computational artifact but a property of human (and animal) learning. Indeed, one of the stylized facts of the contribution to public goods experiments is that the average contribution does rise with the number of human subjects in the game, see [2, 8, 9]. When the agent-based model of learning uses net payoffs (as e.g. in [2]), the fact must be explained by other-caring preferences. The variation in the speed of reinforcement learning then offers an alternative (and perhaps easier) explanation. Clearly, more research on how people truly learn is needed.
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